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Abstract. Machine Learning (ML), a subset of Artificial Intelligence (AI), is one of the main

drivers of current technology, having a great capacity for innovation, in addition to being very

flexible, being applied to a wide variety of topics. This great power associated with modern ML

systems means that great expectations are associated with it, generating a distance from the

problems related to such technology, such as its vulnerability, present in all stages of

development. This vulnerability can generate major threats for products in which AI is used,

which can escalate into gigantic problems, both economic and social, showing the importance of

using defense methods against such attacks on Machine Learning models. Therefore, this study

carries out a review of the literature on this subject, emphasizing the main attacks related to

contemporary ML systems, in addition to the most relevant defenses against such attacks. The

problems generated by this weakness are also discussed, showing the need for this issue to be

further debated and studied, in order to mitigate such debility.
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1. Introduction

Computer forensics, akin to its real-world
counterpart, encompasses a set of techniques
utilised for gathering information related to the
identification of cybercrimes. The same concept of
evidence collection can be applied, with specialists
in this field focusing on threats within
computational environments. Cybersecurity teams
play a vital role in identifying patterns of
vulnerabilities and recurrent invasions, aiming to
document various techniques employed by
criminals to compromise digital systems.

Computer Science (CS) is a vast field comprising
numerous sub-disciplines, with ML standing out
prominently in contemporary discussions. With
applications surrounding mobile apps and websites,
ML began gaining attention outside academic circles
over the past decade [1]. As ML and AI have become
more prevalent in public discourse, they have also
attracted increased attention from malicious actors.
Many critical services, such as those offered by

banks and hospitals, integrate AI into various
aspects of their systems, including face recognition
and patient report generation. However, this
widespread adoption also presents potential risks,
as criminals targeting AI can gain access to personal
data and compromise crucial models.

The growing reliance on AI technologies across
sectors underscores the importance of robust
cybersecurity measures. As AI and ML continue to
permeate various aspects of daily life, safeguarding
these systems against malicious actors becomes
paramount. Furthermore, the intersection of
cybersecurity and machine learning highlights the
need for specialised expertise in forensic analysis
tailored to address the unique challenges posed by
AI-driven threats.

2. Methodology

The evolution of AI and ML from their nascent
stages in the mid-20th century [2] to their
contemporary resurgence forms the backdrop of
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this investigation. Works published in the past
decades have reignited expectations surrounding
ML technologies, prompting a renewed interest in
exploring their potential applications.

To provide readers with a foundational
understanding of ML systems, an overview of the
typical pipeline involved in pattern extraction from
data is presented. Figure 1 illustrates a generalized
representation of this pipeline. The initial step
entails data collection tailored to address specific
demands, a critical phase in model training given the
often proprietary nature of datasets. Subsequently,
the collected data, whether in the form of tables or
images, undergoes standardization according to
predefined criteria aimed at optimizing the learning
process. Effective preprocessing techniques can
significantly enhance model performance. Following
this, the model undergoes training using a
designated strategy, and upon achieving consistent
performance, it can be deployed for real-world
applications. Throughout this pipeline, there exist
vulnerabilities susceptible to exploitation by
malicious actors, a key aspect of forensic analysis
explored in this article.

By dissecting various stages of the ML pipeline and
elucidating potential vulnerabilities, this article aims
to provide readers, particularly those new to the
field of ML, with insights into the intersection of
cybersecurity and machine learning. Through a
focus on forensic techniques tailored to address
threats within ML systems, this methodology seeks
to equip readers with the knowledge necessary to
navigate and mitigate risks associated with
AI-driven technologies.

Fig. 1 -Model development pipeline.

3. Results

Building upon the outlined pipeline, each step will
be examined in detail, elucidating potential
vulnerabilities and strategies for prevention.

3.1 Data gathering
This step involves gathering the requisite data for
model creation, such as collecting medical images,
storing time series data, or other data formats,
according to predefined criteria and standards. The
dataset utilized can be either constructed from
scratch or obtained through private transactions.

During the data collection phase, attackers may
introduce poisoned data points or manipulate
existing data to bias the model's learning process.
These poisoned data points can lead the model to
learn incorrect patterns or make erroneous
predictions, ultimately compromising the model's
integrity and performance. Although this attack
category can occur in other steps from the pipeline,
the gathering stage is particularly worrisome since
it lays the foundation for the model's understanding.
Instances of data poisoning have resulted in
significant disruptions, as evidenced by numerous
chatbots being rendered ineffective due to malicious
data injections[3].

Research by Cinà et al. [4] has provided a
comprehensive analysis of data poisoning attacks,
considering the level of knowledge adversaries
possess about the dataset. They proposed a unified
framework for defending against such attacks,
categorizing them into three main types:
Indiscriminated attacks involve altering a small
portion of the training dataset to maximize
classification errors on untouched test data.
Targeted attacks focus on manipulating data to
misclassify specific portions of untouched data.
Backdoor attacks involve inserting manufactured
patterns into manipulated data to trigger specific
reactions from the model post-training.

To mitigate the risks posed by these attacks,
defenders can adopt a proactive approach based on
six principles outlined in the framework. Strategies
include removing harmful data from the training set,
sanitizing models to eliminate potential backdoors,
and reconstructing triggers to identify possible
backdoors. In essence, the primary strategy revolves
around cleansing the dataset or modifying the
model as necessary to ensure robustness and
resilience against data poisoning attacks.

3.2 Data preprocessing
Data preprocessing deals with different methods of
preparing and cleaning data from the Data gathering
phase. It is an extremely important and relevant step
in the process of assembling an ML system, since the
quality of the input data for the model largely
defines the final performance of the system.



Methods, such as the introduction of poisoned data
points, are also present at this stage, causing similar
problems, such as biased models, which produce
ineffective predictions, that is, incorrect and low
accuracy. Furthermore, there exists, especially in the
context of Computer Vision, powerful means of
attack. The main one is the inversion of the
interpolation algorithm [5], which is used in image
resizing processes. Such an algorithmic change is
capable of embedding false images within original
images, which is depicted when the image-scaling
process is carried out and only the false images are
displayed, generating problems for future phases of
the pipeline.

As forms of defense, image reconstruction tools [5]
are used, which utilize digital filters to identify
altering pixels during the image scaling process, in
addition to data quality monitoring methods. As an
example of such a monitoring tool, we have the
defense developed by Zhang et al. [6], which
identifies sounds obtained by microphones with
frequencies greater than 20 kHz, that is above what
humans are capable of hearing. Methods like this are
capable of mitigating possible attacks carried out
during the data preprocessing.

3.3 Model training
For an ML system to be capable of making
predictions and being applied to various areas of
human knowledge, it must go through the model
training phase, in which the data obtained through
the previous phases (data gathering and data
preprocessing) are used with the purpose of which
the model can be prepared for use in real-world
situations. Therefore, the importance of this step in
producing an efficient ML system becomes evident.

Attacks during the training phase are resumed, in
major, to generating poisoned data. This production
has two main aspects: Clean Label (CL) attacks and
Gradient-based attacks. CL [7] is a method of
manipulating data, that is, changing certain
characteristics of it, without changing the associated
label. It is an easy to implement method, however, to
be executed efficiently, it requires high
computational complexity, as shown by Turner et al.
[8], in which CL was combined with generative
adversarial network (GAN) based methods, in order
to accelerate the poisoned data generation process.

Gradient-based attacks are crimes against the
system in its training phase, which use the
calculation of the gradient of poisoned data points.
They seek, in general, to obtain the optimized
poisoning point, with the aim of causing maximum
debility in the accuracy of the model, and,
consequently, in its concrete use. It is worth
mentioning that, despite its harmful use, the
calculation of gradients is a widely used tool in the
correct development of ML systems, being
embedded in one of the main algorithms for training
models, named Gradient Descent [9, 10], which
seeks to increasingly reduce the difference between
predicted labels and true labels.

Robust training and data sanitization are ways to
defend the system during the training phase. Robust
training is training based on feature assumptions,
which makes it possible to identify, with great
precision, data outliers, the class in which poisoned
data points fit. Data sanitization refers to the
removal of data according to a poisoned data
identification criteria. This form of defense, for
example, can be used in conjunction with robust
training, in order to identify outliers and eliminate
them, with training based on feature assumptions
being the criterion used by data sanitization.

3.4 Deployment to real world
In the final stage of the machine learning pipeline,
the trained model is deployed for use by end-users.
This deployment process can be divided into two
distinct stages, each with its own implications for
security. The manner in which the model is deployed
directly influences how vulnerable it is to potential
attacks. These two deployment scenarios are
outlined below:

Model Integrated into Hardware: This occurs when
the model is stored within smart devices, such as
microcontrollers and microprocessors, depending
on the size of the model. Since the device is
physically located, it becomes susceptible to direct
access by malicious actors.

Physical devices are susceptible to model inversion
attacks, wherein adversaries exploit vulnerabilities
to reverse-engineer information about the model
training data. A tangible example could involve an
attacker gaining access to patient recording data
through a medical diagnostic device. Utilizing
system memory, it becomes feasible to integrate
dynamic noise into the model [11], thereby
increasing the difficulty of identifying individuals
within the dataset in the event of an intrusion.

Model Used as Software: Alternatively, the model can
be integrated into a software system or application.
A prominent example of this deployment scenario is
the use of chatbots, which leverage Natural
Language Processing (NLP) to generate
grammatically correct sentences.

Adversarial attacks can manifest across three critical
stages of the machine learning pipeline: model
training, model testing, and model deployment [12].
As demonstrated in the study conducted by Qi,
Xiangyu, et al. [13], adversarial attacks during the
deployment stage pose significant risks,
representing an often underestimated threat. Unlike
model testing, which typically occurs within
controlled and secured environments, the
deployment stage exposes models to diverse and
potentially unsecure endpoint devices used by
end-users in real-world settings. The research also
highlights adversarial attacks targeting physical
devices, indicating a broad spectrum of
vulnerabilities inherent in the deployment stage.

To address these vulnerabilities, Qi, Xiangyu, et al.



[13] proposed a framework termed Subnet
Replacement Attack (SRA), designed to infiltrate
systems by inserting backdoors through small
subnets. This approach enables the creation of
pattern triggers with a high success rate and
minimal accuracy drop. The framework's efficacy
underscores the susceptibility of the deployment
stage and emphasizes the urgent need for further
research to enhance its security. Presently, existing
solutions to this challenge predominantly involve
preprocessing-based online defenses, though they
come with the drawback of reduced accuracy.

4. Discussion

As can be seen in the literature, there is a wide
variety of possible attacks on an ML system under
development, which permeate the entire model
construction process, from the data gathering phase
to real-world deployment. Many of these attacks are
effectively implemented against large AI models,
that is, those that affect a considerable amount of
people, which unfortunately do not have good
security methods against such threats. As an
example of these problems, we have the recent case
related to the facial recognition procedure of the
London police, which makes mistakes in 81% of
cases of searching for criminals [14], showing a clear
lack of deserving preparation and security of the
system, which may have generated poor predictions
due to multiple attacks on different parts of the
development pipeline.

It is also worth mentioning the obstacles related to
Amazon's AI-based hiring tool [5], which favored the
hiring of men, derogating women, and the image
reconstruction algorithm proposed by Menon et al.
[15], which, when inputting a blurred image of a
black person, reconstructed it as a white person
(such an experiment was done with Barack Obama,
in which the image of the former US president was
reconstructed as a white man [16]). These events
demonstrate an important facet of the data
acquisition and processing phases, in addition to
training: the model will make predictions according
to the data from which it was trained. This implies
that historical problems, such as racism, social
inequality, among others, will be propagated to ML
systems if the datasets are not properly selected and
processed. This fact demonstrates the immense
importance of carrying out the data gathering,
preprocessing and model training stages with great
rigidity, in addition to guaranteeing security in the
initial processes of forming an ML model, in order to
produce, in the end, a system that performs fair and
effective predictions, mitigating the threats of biased
models.

Despite the great impacts of adversarial attacks on
modern ML systems, the study of defense methods is
not yet a consolidated subject in academia and
business, and is still in its initial phase of
development, which is corroborated by the work
done by Papernot et al. [17], in which it is
highlighted that the vast majority of scientific

production on the subject points to a lack of
knowledge not only of new countermeasures, but
also of possible other vulnerabilities of ML models.

In this initial phase of studies on the topic, it is
worth highlighting an important step being taken by
a group of large companies (such as Microsoft, IBM,
among others): ATLAS - Adversarial Threat
Landscape for Artificial Intelligence Systems [5]. It is
an open framework designed to help security
analysts to detect, respond, and remediate threats
on ML systems. Therefore, due to the great influence
of ML models today, and actions such as ATLAS, it is
expected that this issue will become increasingly
stronger in the world computing scenario, through a
generalization in the fight against the crimes
mentioned above.

5. Conclusion

Through an examination of the ML pipeline and
identification of vulnerabilities susceptible to
exploitation by criminals, we are able to elucidate
the critical role of forensic techniques in
safeguarding ML systems against threats. As
AI-driven technologies continue to expand through
various sectors of society, understanding and
mitigating risks associated with these systems
becomes a must. By equipping readers with
guidelines into the intersection of cybersecurity and
ML, this article shows to individuals good practices
to navigate and address the challenges posed by AI
models in the real world. Transparency and
collaboration are essential to staying ahead of
emerging threats and ensuring the responsible and
secure deployment of ML and AI technologies.
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